For marketing at scale, generative AI’s use hinges on trust and the human touch
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Over half (51%) of marketers currently use generative AI, and another 22% plan to use it soon, per a June 2023 Salesforce survey. As adoption grows, however, the conversation is shifting
from whether to integrate the technology to how to successfully implement it.

“There’s this recognition [among marketers] of how complex the technology can be, and how quickly the landscape is evolving and maturing,” our analyst Kelsey Voss said during a recent Meet the Analyst Webinar panel discussion.

As marketers learn about the latest AI developments, there are ongoing concerns of how to handle large amounts of data, especially sensitive customer data, as well as worries about privacy protections, bias, authenticity, and more.

Climbing the ladder up to trust

Marketers have explored generative AI enough to understand the efficiencies it can create, explained Neha Shah, senior director of product marketing at Salesforce. Now, their concerns aren't about how to use it, but what it means for data, privacy, and overall trust placed in these models.

Because of generative AI’s rapid democratization, the guidance of many companies has not kept up with adoption.

As a result, even with 51% of marketers using generative AI tools, trust remains an issue within the C-suite. Putting proprietary company data straight into an AI platform has been flagged by a number of companies due to worries of data leakage.

To foster that trust, the C-suite, marketers, and ultimately customers need to support adoption of guidelines for responsible AI use, explained Fatemeh Khatibloo, director of responsible AI and tech at Salesforce.

With these guidelines in place, they act as a “ladder up to trust,” said Khatibloo. Salesforce prioritizes five pillars to guide the continued development of trusted and responsible generative AI:

- Accuracy
- Safety
- Honesty
- Empowerment
- Sustainability
By building products that adhere to responsible guidelines, the promise of what generative AI can do is more reliable, and marketers can use the tools with a sense of empowerment.

Marketers want to be sure that the customer data they’ve been entrusted with is used appropriately. If trust is baked into a generative AI-powered customer relationship management tool, for example, marketers can protect customers while delivering personalization at scale.

Keep a human in the loop

Keeping marketers in the fold ensures that AI-generated content adheres to brand guidelines; prevents hallucinations that AI models are prone to when information is insufficient; and builds trust, allowing the AI model to learn so the next time the task can be done at scale.

“Human oversight is essential,” agreed Voss. “Particularly with complex decisions or if empathy is required. It’s a balanced approach between combining AI’s capabilities with human judgment, and that can definitely help enhance trust in AI systems.”

Watch the full webinar.
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