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Clearview AI aims to put
every face in its facial
recognition database
Article

The news: Clearview AI, the controversial facial recognition company catering to law

enforcement services, reportedly told investors it needs to raise $50 million to collect 100

billion photos—or “images of every single human” in its database.

More on this: Clearview AI announced its strategy in a pitch meeting in December 2021, per

The Washington Post. To date, the facial recognition company has up to 10 billion images and

https://www.washingtonpost.com/technology/2022/02/16/clearview-expansion-facial-recognition/
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is adding 1.5 billion images a month. 

The problem: Clearview AI doesn’t seem to be investing in improving facial recognition

algorithms, which are notorious for racial bias and inaccuracy leading to false arrests.

Multiple studies have uncovered racial bias. 

The takeaway: Surveillance tech companies are racing to build bigger facial recognition data

sets to sell to law enforcement before more aggressive legislation clamps down on their use.

Clearview AI’s focus on collecting photos of every human should be balanced by refining

facial recognition technology to be more accurate.

(Source: GAO.gov)

“Clearview is telling investors it is on track to have 100 billion facial photos in its database

within a year, enough to ensure ‘almost everyone in the world will be identifiable,’” per the

Post. In context, there are 7.9 billion people on the planet.

Clearview builds its database by downloading images from social networks and websites

without user consent. The practice has resulted in lawsuits from privacy groups in Austria,
France, Greece, Italy, and the UK.

The company pulled out of Canada in 2020 after an investigation into its methods. 

California and the American Civil Liberties Union (ACLU) have both sued the company. The

lawsuits resulted in Clearview AI ceasing sales of its database to private US companies.

For dark-skinned women, the technology had an error rate of 34.7%, compared to 0.8% for

fair-skinned men, according to a 2018 study by the Massachusetts Institute of Technology. 

Legislation and regulation are starting to catch up with the use of facial recognition

technology, which could determine that using databases without users’ consent is a privacy

violation.

Thirteen US cities have banned the use of facial recognition or biometrics. This increasing

attention and legislative backlash can hinder facial recognition technology providers.

https://content-na2.emarketer.com/facebook-promises-delete-over-1-billion-face-scans-law-enforcement-still-has-data
https://www.sciencedirect.com/science/article/abs/pii/S0364021302000848
https://www.worldometers.info/world-population/
https://content-na2.emarketer.com/clearview-ai-under-fire-breaking-privacy-laws-europe-4
https://www.businessinsider.com/clearview-ai-exits-canada-at-pivotal-time-for-facial-recognition-2020-7
https://www.latimes.com/business/technology/story/2021-03-09/clearview-ai-lawsuit-privacy-violations
https://www.theverge.com/2020/5/28/21273388/aclu-clearview-ai-lawsuit-facial-recognition-database-illinois-biometric-laws
https://nakedsecurity.sophos.com/2020/05/11/clearview-ai-wont-sell-vast-faceprint-collection-to-private-companies/
https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212
https://iapp.org/news/a/u-s-facial-recognition-roundup/
https://innotechtoday.com/13-cities-where-police-are-banned-from-using-facial-recognition-tech/
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